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ABSTRACT
In this work, we show how to co-train a classifier for ac-
tive speaker detection using audio-visual data. First, audio
Voice Activity Detection (VAD) is used to train a personal-
ized video-based active speaker classifier in a weakly super-
vised fashion. The video classifier is in turn used to train
a voice model for each person. The individual voice models
are then used to detect active speakers. There is no manual
supervision - audio weakly supervises video classification,
and the co-training loop is completed by using the trained
video classifier to supervise the training of a personalized
audio voice classifier.

CCS Concepts
•Theory of computation → Unsupervised learning
and clustering; •Computing methodologies → Video
summarization; Activity recognition and understanding;

Keywords
Active Speaker Detection; Audio-visual Co-training

1. INTRODUCTION
Detecting the presence of active speakers is an impor-

tant task for several applications. Human-robot or human-
computer interactions require the machine to know when a
human, possibly one amongst several interlocuters, is speak-
ing. Video conferencing systems could benefit from the iden-
tification of individual speakers, so that the system can zoom
in on the active speaker, and broadcast her image. Video-
diarization, the process of automatically annotating video
with scene descriptions and the dialogues and actions of ac-
tors also requires the detection of speakers in the scene.
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The detection of active speakers can be done using video,
or audio, or a combination of the two. Early work in using
audio-visual features for speaker recognition was done by [4,
18]. Cutler et al. [4] used a combination of audio-visual
features for determining whether a single person in front of
the computer was speaking or not. Temporally differenced
frames from video and Mel frequency correlation coefficients
(MFCC) from audio were used as separate features in a neu-
ral network classifier. Neti et al. [18] used Gabor-wavelet
video features, combined with MFCC audio features for rec-
ognizing newsreaders in broadcast TV news.

Video and audio features can also be correlated using
Canonical Correlation Analysis (CCA). Izadinia et al. [14]
combined audio and video features for detecting parts of the
scene responsible for sound. Spatio-temporal video features
were clustered for identifying moving regions in the scene.
Simultaneously, audio MFCC features were extracted from
these frames and CCA was used to find canonical audio and
video sub-spaces which maximize the correlation of the two
features. Video regions highly correlated with audio were
used to locate the dominant sound source in the image. Li
et al. [17] also used CCA to maximize the correlation be-
tween video (eigen-faces) and audio MFCC features to detect
talking heads in video.

Ren et al. [19] considered the problem of determining the
identity of active speakers in TV series. CNN video features
(used for recognizing actors), combined with MFCC au-
dio features were used to train a Long-Short-Term-Memory
(LSTM) network, and they demonstrated superior identifi-
cation of the speaking actor compared to using either modal-
ity alone.

Directional sound information from microphone arrays have
been used by [2, 8] for detecting active speakers. Gebru et al.
[8] used a multi-target video tracker and directional sound
information to assign speak/non-speak labels to people in a
scene.

Audio can also be used to supervise the learning of a video-
based active speaker classifier, as was shown by Chakravarty
et al. [2]. Upper bodies of speakers were detected and
tracked in video. Spatio-temporal features extracted from
inside upper body tracks and speak/non-speak labels ob-
tained from directional sound information (using a micro-
phone array) were used to train a video-only classifier. The
use of spatio-temporal features was found to outperform lip-
motion to detect speaking [4, 7, 17], especially in videos with
multiple speakers in the scene that lack adequate resolution



to discern the motion of individual lips. In further work,
Chakravarty et al. [3] demonstrated that a generic visual
active speaker classifier can be modified, online, again using
weak supervision from audio VAD, for individual speakers.
Modifying a generic classifier to adapt to the quirks in ex-
pressions and gestures associated with individual speakers
resulted in improved classification performance.

In this paper, we use the above video-based person-specific
active speaker detection models to train personalized audio
voice models. This further improves the performance of the
detection of active speakers in the dataset used by [3], to
almost 100%.

A common audio-only approach to speaker identification
is clustering i-vectors [5]. However, they are mainly used in
forensic applications with a large number of known speakers,
where the identity of an audio segment with a single speaker
has to be found [11]. It has been shown that Non-negative
Matrix Factorization (NMF) achieves comparable results to
i-vectors [6], is able to give a time dependent speaker iden-
tity estimation for multiple active speakers [13] and can be
extended to cope with overlapping speech [21]. So, this is
the technique that we use for voice modelling in this paper.

Our key contribution is that there is no manual supervi-
sion in the training of our active speaker detection system.
We use co-training between audio and video. The term co-
training was first introduced by Blem et al. [1], where com-
plementary sources of information are used to train classi-
fiers and the most confident labelled samples from one clas-
sifier are used to train the other classifier, and classifier 2
can subsequently be used to generate more training samples
to re-train classifier 1.

We use a preliminary model for generic active speaker
detection from [2]. VAD was subsequently used to modify
and adapt this generic visual model to individual speak-
ers [3]. These individual visual active speaker detection
models are used in this work, to learn person-specific au-
dio voice models, to achieve almost perfect classification re-
sults. With this, we propose a method to close the loop in
active speaker detection. Earlier work [2, 3] demonstrated
the ability of using audio to supervise video. In this paper,
we show the reverse, that the learnt video models are ca-
pable of successfully supervising the training of audio voice
models, thus demonstrating co-training. The experimental
pipeline is shown in Figure 1. The rest of the paper is
organized as follows: a description of the video and audio
components of the system is given in sections 1.1 and 1.2
respectively, followed by experimental results in section 2
and conclusions in section 3.

1.1 Video-based Active Speaker Detection
We use Improved Trajectory (IT) features, spatio-temporal

features originally used for action recognition [20], and adapted
by [2, 3] for active speaker detection. These features are a
concatenation of Histogram of Oriented Gradients (HoG),
Histogram of Optical Flow (HoF) and Motion Boundary
Histogram (MBH) features calculated around feature points
tracked over a sequence of 15 frames. Upper body detections
using Deformable Part Models [10] are separately tracked,
one track for each person in the scene, and IT features are
collected from within these tracked upper body bounding
boxes.

The concatenated [HoG+HoF+MBH] features are dimen-
sionality reduced (using PCA), and subsequently pooled us-

Figure 1: Experimental setup
ing a Fisher vector representation, as in [2, 3].

Prior Generic Model.
We use a prior generic classifier model learnt on speakers

in the Masters dataset collected by the authors of [2]. This
model was trained using directional audio - a directional mi-
crophone supplied sound directional information that was
fused with the video to obtain speak/non-speak training
samples (comprising of spatio-temporal features pooled with
Fisher vectors).

Person-specific Model with Online Learning.
Chakravarty et al. [3] found that the generic classifier,

trained on one dataset (Masters) could be modified online,
to specific speakers in a new dataset, and this adaptation,
weakly supervised by audio, gives better results on the new
dataset, compared to using the prior generic classifier.

The prior model is used to train speaker-specific models on
the Columbia dataset (used in all experiments in this paper),
made available by [3]. The Columbia dataset is made from
a YouTube recording1 of a panel discussion at Columbia
university, with 5 speakers, and the camera focusing on 2-3
people at any one time. A frame from the dataset is shown
in Figure 1.

Following the setup of [3], Voice Activity Detection (VAD)
[9] is first used for weak supervision, to separate frames
where there is speech, from frames where there is none.
The prior classifier is used to label speak/non-speak upper
bodies for each person tracked in the frame. This is then
used to learn a speaker-specific classifier for the Columbia
dataset. Because the prior classifier has imperfect classi-
fication results on the new dataset, temporal continuity is
used as an additional prior to weigh the samples. These are
used to train an SVM with a weighted logistic loss function.
With only a small amount of training (about 10 seconds per
speaker), the baseline results from the prior classifier im-
prove by 10-15 %. More details about online learning of the
person-specific classifier are available in [3].

The positive samples with high certainty are then used to
train the person-specific voice classifier. High certainty posi-
tive samples for each speaker are identified by using the sam-
ples that are temporally consistent for a threshold amount
of time - a threshold of about 3 seconds of speaking was
found to work well.

The complete pipeline, starting from the prior, generic
classifiers to training the person-specific video and audio
classifiers is shown in Figure 1, along with a frame from

1https://youtu.be/6GzxbrO0DHM



the Columbia dataset.

1.2 Audio-based Voice Classifier
In order to characterize speakers or voices, the magnitude

spectrogram obtained from a Short Term Fourier Transform
(SFTF) is represented as a weigted sum of dictionary ele-
ments. The dictionaries learned with Non-negative Matrix
Factorization (NMF), are speaker-specific [6, 13, 21] and can
therefore be used in the speaker identification process.

Nonnegative Matrix Factorization.
NMF is a method that factorises a data matrix X ∈ RF×N+

in to a (nonnegative) linear combination of (nonnegative)
atoms in a dictionary T ∈ RF×K+ and corresponding non-
negative activations (or linear coefficients) in an activation

matrix V ∈ RK×N+ , such that X ≈ X̂ , TV where X is
the magnitude spectrogram and K is the amount of atoms
or basic building blocks in the dictionary [15]. To find such
a dictionary and activation matrix, one first has to define a
discrepancy measure between X and X̂. For this the general-
ized Kullback-Leibler (KL) divergence is used. To minimize
this divergence, multiplicative update formulas for T and V
have been found with convergence guarantees [16].

tfk ← tfk

∑
n

xfn

x̂fn
vkn∑

n vkn
, vkn ← vkn

∑
f

xfn

x̂fn
tfk∑

f tfk
(1)

Audio-based Voice Classifier Supervised by Video.
Section 1.1 details the video-based person-specific active

speaker detection, and the use of temporal continuity to
get segments of the video belonging to each active speaker
with high confidence. The audio feature vectors in the cor-
responding time segments are grouped in a training data
matrix Xj for the jth estimated speaker identity. Using
NMF, a dictionary Tj is created for each speaker j. Note
that the data matrices are constructed on estimated speaker
identities and not on actual (ground truth) speaker identi-
ties. This means that Xj might contain data not belong-
ing to the jth speaker. However, by keeping the amount
of atoms in a dictionary low, these error frames should not
fit in the dictionary. The dictionaries are collected in a li-
brary Ttot = [T1,T2, . . . ,TJ ]. In the test phase this library
is used to reconstruct the voice samples of all the speakers
Xtest. Using only the second part of equation 1 and keep-
ing the library fixed, the global activations Vtest

tot are found.
The sum of the atom activations of a dictionary is a mea-
sure of the total dictionary activation and thus also speaker
activation.

yjn =
∑
k∈κj

vtesttot,kn (2)

where κj are the indices of the atoms belonging to the dic-
tionary of the jth target speaker. yjn is smoothed over time
with a moving average filter of window size 5 and is then nor-
malized per frame. When yjn is larger than some threshold,
the jth speaker is assumed active in the nth timeframe.

Group sparsity is enforced on the activations [12] to ex-
press that atoms should preferably be selected from the same
speaker. In addition to the KL divergence, an extra cost
term is used, which increases when atoms from different dic-
tionaries are activated. Even if dictionaries contain some
similar atoms, a solution will be sought where a minimal

amount of dictionaries are active.

2. EXPERIMENTS
We use the Columbia dataset, made available by [3], for

our experiments. The data is from a panel discussion of 5
speakers, with the camera focusing on 2-3 people at a time.
At any one time, only one person is speaking, except during
margins of speaker change, where both speakers are briefly
speaking at the same time.

Each of the panel members has a microphone approxi-
mately 30 cm in front of them. These audio signals are sent
to the electronic speakers in the auditorium which in turn
are recorded by the microphone of the camera. The final
received microphone signal is a combination of the direct
path from the electrical speakers to the microphone of the
camera, as well as some multipath reflection. Some rever-
beration is thus expected. The audio is downsampled from
44.1 kHz to 16 kHz for our experiments and the STFT is
calculated using a window size of 64 ms and a stride-length
of 32 ms. The size of the NMF dictionaries K is empirically
chosen at 40.

Baselines.
We test the performance of the audio voice classifiers, un-

der training with different amounts of noise in the supervi-
sion labels. This simulates mistakes in the labelling of the
video-based personalized active speaker detectors, that will
later be used to train the audio voice models. We conduct
the following supervision baseline experiments:

• Full supervision: Speaker dictionaries are trained with
ground-truth voice samples, and these trained dictio-
naries are used to test the identities of the same sam-
ples. This should give nearly 100% performance.

• Noisy supervision: Speaker dictionaries are trained
with increasing amounts of noise added to the labels,
and tested on the ground truth samples.

• Incremental supervision: In addition to the noise added
to the labels, the amount of training data, Ntr, is var-
ied, from 4 to 80 seconds per speaker. This simulates
online learning. Small amounts of labelled data can be
used to train a voice classifier online that can be tested
on the remainder of the data.

Area under Curve (AUC) values for the above experiments
are shown in Table 1. It is evident (from Table 1) that large
amounts of incorrectly assigned training data are acceptable
- with an AUC close to 1 even with 30-40% of noise in the
labels at 8 and 12 seconds of training data per speaker . This
makes the system robust to errors in supervision - relevant to
the experiment where the outputs of the personalized video-
based active speaker detectors are used to train the audio
voice models.

We conduct 2 unsupervised experiments with only audio:

• Clustering (Aud Clus): No annotation data is used,
apart from the total number of active speakers J . The
STFT features are used to determine MFCC features
with differentials (MFCC∆) for each time frame. A
moving window of 1.5s is shifted over these MFCC(∆)
features and each time a 15-dimensional i-vector is de-
termined (using a Universal Background Model (UBM)



Ntr
Noise labels in %

0 20 30 40 50 60 70 80
4 0.98 0.99 1.00 0.98 0.93 0.84 0.59 0.56
8 1.00 1.00 1.00 1.00 1.00 0.94 0.78 0.79
12 1.00 1.00 1.00 1.00 1.00 0.97 0.83 0.49
20 1.00 1.00 1.00 1.00 1.00 0.97 0.92 0.40
40 1.00 1.00 1.00 1.00 1.00 0.99 0.98 0.53
80 1.00 1.00 1.00 1.00 1.00 1.00 0.97 0.50

Table 1: AUC-values for noisy supervision and vari-
able training size (in seconds).

with 512 components and a total variability space (T))
[5]. A Gaussian Mixture Model (GMM) is fitted to
this data, where the number of clusters is equal to
J . It is expected that each cluster represents a dif-
ferent speaker and thus time segments are clustered
per speaker. Results per speaker are presented as Aud
Clus in Table 2.

• Clustering supervises training of audio dictionaries (Aud
Sup): Using the clustered samples as supervision for
NMF further improves the performance. Per speaker
AUC results for the NMF voice models trained with su-
pervision from the unsupervised clustering (Aud Clus)
are presented as Aud Sup in Table 2.

Voice Classifiers Supervised by Video.
Chakravarty et al. [3] demonstrated online learning of

the video-based person-specific active speaker classifiers, us-
ing VAD for weak supervision, and these numbers (Vid2)
are quoted in Table 2 for comparison. For online learning, a
prior, generic classifier (learnt on another dataset) [2] is used
to pick out positive and negative samples (spatio-temporal
IT features pooled using a Fisher vector representation) for
each person. These samples are weighted by their tempo-
ral continuity, and used to train a Support Vector Machine
(SVM) classifier, as described in Section 1.1. The training
is done using a maximum of 10 seconds of data per speaker,
and the first row, Vid1, in Table 2 shows the per-speaker
AUC results for the prior, generic active speaker classifier
[2]. The second row, Vid2, shows the results with the online-
learnt classifier [3], and it can be seen that the classifier, us-
ing weak audio supervision (VAD), already improves by an
average of 16% with just 10 seconds of training.

The above person-specific video classifiers that are learnt
online on this dataset, are subsequently used to train per-
person audio voice-classifiers. As mentioned in section 1.1,
the high-precision, low-recall area of the video-based clas-
sifier is used to train the audio voice classifier. These are
parts of the data that have been continuously determined to
be speak/non-speak for a fixed amount of time - a 3 second
threshold is used in our experiments. The corresponding au-
dio feature vectors of those classified video samples are used
to train the person specific voice models. This way, errors
in the training labels of the video classifier are minimized
at the cost of the number of learning samples. We achieve
perfect classification results using the voice models trained
using video supervision - AUC of 1 for all 5 speakers (Vid
Sup in Table 2). This compares well with the results from
the unsupervised audio clustering mechanism (Aud Clus)
and the audio classifier supervised by clustering (Aud Sup),
and significantly improves the results from the two video
classifiers Vid1 and Vid2 [2, 3].

S1 S2 S3 S4 S5 avg.
Vid1 [2] 0.80 0.80 0.72 0.75 0.58 0.73
Vid2 [3] 0.88 0.94 0.89 0.81 0.71 0.85

Aud Clus 1.00 1.00 1.00 0.98 0.95 0.98
Aud Sup 1.00 1.00 1.00 1.00 1.00 1.00
Vid Sup 1.00 1.00 1.00 1.00 1.00 1.00

Table 2: The AUC values for speakers 1-5 (S1-S5)
for the prior, generic video classifier (Vid1), the on-
line learnt video classifier (Vid2), the unsupervised
audio clustering mechanism (Aud Clus), the audio
supervised audio classifier (Aud Sup) and the video
supervised audio classifier (Vid Sup).

-3 dB 0 dB 3 dB No noise
Vid1 0.73 0.73 0.73 0.73
Vid2 0.85 0.85 0.85 0.85

Aud Clus 0.78 0.82 0.87 0.98
Aud Sup 0.81 0.89 0.96 1.00
Vid Sup 0.96 0.99 1.00 1.00

Table 3: The average AUC values for different SNR
levels of added white Gaussian noise to the audio
signal.

To summarize, the generic video-based active speaker de-
tector achieves an average AUC of 0.73 - this improves with
online learning of personalized video-based active speaker
detectors (under weak supervision from audio VAD), im-
proving results by 16%. Using the outputs of these online
active speaker detectors to train person-specific voice models
further improves results by a further 15%, achieving perfect
classification AUC scores of 1.0.

One might question the necessity of the video supervision
(Vid Sup in Table 2) if the audio training of voice mod-
els using clustered samples (Aud Sup in Table 2) already
give 100% classification results. The total number of speak-
ers in the audio unsupervised clustering was assumed to be
known in our experiment - this is information that can be
gleaned from video. Additionally, video allows the linking
of audio fragments with speaker images. Further, if there
is noise in the audio, using video to supervise the training
of the audio classifier becomes a necessity. We add artificial
white Gaussian noise to the audio fragments, and repeat our
experiments (Table 3). It can be seen that average AUC val-
ues for the video supervised voice classifier (Vid Sup) exceed
the voice models trained in an unsupervised setting - Aud
Clus and Aud Sup with the addition of noise. This is be-
cause noise (like coughing by a speaker) could be modeled
as an additional cluster(s) and two or more speakers could
be modeled by the same cluster. Thus, we demonstrate that
using video supervision, the audio classifier is robust in noisy
environments.

3. CONCLUSIONS
We have shown that person-specific voice models can be

built using cross-modal supervision from video, thus com-
pleting the loop in audio-visual co-training. A generic, video-
based active speaker classifier that was trained by direc-
tional audio (using the setup of [2]) is used to train a video-
based person-specific active speaker detection system on a
new dataset, using just a few seconds of video per person.
These online-learnt video classifiers are in-turn used to su-
pervise the training of personalized voice models, leading to
near-perfect active speaker detection accuracy. The whole
process is (human) unsupervised from beginning to end.
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